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After fifty years of very rapid evolution the new field of computing and informatics seems not to have found its proper place in the world of science. This paper presents some characteristics and distinctions of computing and informatics. The characteristics express the relation of computing to mathematics and other neighboring disciplines as e.g. electrical engineering. The last distinction is the similarity to the human brain and its accomplishments; this seems to be a unique characteristic of computing.

1 Introduction

The field of computing is a rather new discipline in the world of engineering and science [DM 97]. It is a “child“ of the modern digital computer which has been invented in the thirties and forties of the 20th century. This new field has evolved quite rapidly and has therefore not even found its proper name. Traditionally, it is called “computer science“ which does not completely reflect its current contents. Other names are “computer engineering“ or “computing“ [CDG 89], “information processing“ (e.g. in IFIP) or “informatics / informatique“ (Denning e.g. mentions “bioinformatics“ [Den 97: 274]). A good name would also be “computational engineering“ in analogy to “electrical engineering“ or “mechanical engineering“ [Lou 89, 95]. Sometimes it seems not completely clear what kind of field computing is [CDG 89: 9; Ber 96]. On the other hand, computing has developed into a field on which mankind already depends quite heavily. In these days the Y2K problem is one example for this dependency (see e.g.[Ber 99; NM 99]). The dependency of our society on computing becomes even more evident if we ask the question:

What would happen if suddenly all programs in the world came to a stop?

In this paper we are neither concerned with the name for the (new) discipline of computing nor with its importance for mankind but with its basic characteristics and distinctions, i.e. in this paper we try to identify the basic characteristics of this new field and the relations of it to its neighboring disciplines.

This list of characteristics of computing / informatics has been compiled as part of the inaugural lecture of the author [Win 97], which was held at 1995.Jan.12 at Friedrich Schiller University in Jena. An abbreviated version has been presented at the IFIP World Congress 1998 [Win 98].

There are three groups of characteristics and distinctions: the first deals with relations between computing and mathematics, the second deals with relations between computing and other fields of engineering, and the last is a general characteristic of computing.

Some characteristics are labeled with “SW“ because they seem to apply especially to programs or software. They may also apply to HW but in this paper they are discussed with respect to SW. This is no strong restriction because “most of the distinctions of computing are embodied in programming notations.“ [CDG 89: 11] and most computational engineers work in SW [GI 92]. The computer itself, i.e. the hardware, is typically not built by computational engineers but mostly by electrical and mechanical engineers.
2 Basic Properties of Computers

Since informatics as an engineering discipline is based on the computer it is useful to mention first the basic properties of this machine. They are listed in Table 1. The properties in Table 1 are those properties which distinguish computers from human beings when they are doing similar tasks as computers or from other machines, e.g. mechanical or electromechanical ones.

High Speed
Computers are e.g. able to add several millions of numbers with 10 decimal places in one second. This is very much faster than human being or earlier computational devices.

Reliability / Exactness
Despite the high speed mentioned above those additions (or other operations) are performed in a very reliable manner: the computer can perform those additions for hours without making any error. The probability of an error is much less than for a human being or for a mechanical calculator. Furthermore, the computer executes exactly those instructions which are in the program in its memory.

Endurance
In this fast and reliable manner the computer can work 24 hours a day and seven days a week.

Universality
Computers are universal in two respects:

Universality of the bit string: any data or information can be represented as a bit string: numbers, texts, programs, pictures, films and sounds. An example for the latter is the music CD and an example for pictures are the digital cameras which have been developed in recent years.

Universality of the instruction set: the processors in the computers are built in such a way that they can perform a great variety of tasks, which are formulated as programs and are put into the memory of the computer. All tasks which can be described in a precise manner can be performed by a computer (if its finite resources are sufficient; see also sect. 3). All these programs can be constructed using a small set of instructions.

Flexibility
Computers are able to switch very fast between different tasks: adding numbers in one moment and playing chess in the second and formatting a document in the third moment. If all three programs are in its memory the computer can switch from one to the other in a fraction of a second. By loading a program for a certain task into its memory the computer “learns” very quickly to perform this task; and if the program is unloaded the computer “unlearns” also very quickly.

Ability to communicate
Computers do not only perform internal computations as suggested by the preceding paragraphs but can also exchange data with their environment via input and output devices. From a practical point of view we may distinguish between two kinds of such data exchange: (1) with the immediate environment via the own periphery as e.g. keyboard, mouse, sensors, CRT display, loudspeaker etc., (2) with remote computers as e.g. in computer networks. This last aspect has recently gained additional importance [Wal 99].

To sum up we may say that the computer is a very fast, reliable, tireless and obedient “computing and communication slave”.

---

1 „Human fatigue robbed world chess champion Garry Kasparov of a win in the fourth game of his re-match against the supercomputer Deep Blue . . . , I was tired and I couldn’t figure it out,” a subdued Kasparov told ...” [Reu 97a]
3 Characteristics of Computing and Informatics

Finiteness

"Now it is obvious that no finite machine can include infinity"
Charles Babbage 1864

All computers are finite machines. In that computer science is different from mathematics, which deals mainly with infinite constructs, especially for the last 130 years ([Mes 67; Rus 84: 783, 784], “Mathematics is the science of the infinite...” says Hermann Weyl [DH 81: 108]). On the other hand, Donald Knuth published a paper with the title: “Mathematics and Computer Science: Coping with Finiteness.” [Knu 76]. In a brochure of the department of computer science of the Technical University of Munich we read: “Genuine transfinite theories are irrelevant to computer science, only the (nonfinite) border of the realm of finite theories is directly useful.” [TUM 92: 21; transl. by JW]. In finite domains a lot of questions are effectively decidable; therefore we may say:

The computicists don’t live in Cantor’s Paradise, but rather in that of Leibniz.

It seems that the computicists do not really appreciate the fact of finite machines because the resulting limitations are often not taken fully into account [KW 97]. One reason for this seems to be that things get more complicated and less elegant if the limitations of finite domains have to be taken into account. The theory of IEEE 754 floating point numbers is more complicated than that of the rational numbers. An even more simple example is the formula for the computation of the arithmetic mean of two (floating point) numbers. We often find the following statement for this algorithm [McC 93: 226; Mei 95: 88; Oli 93: 268; Sed 88: 562]:

\[
\text{Average} := \frac{A + B}{2.0}; \tag{1}
\]

which reflects the typical corresponding mathematical formula [Cal 95: 799]. If the domain of Average, A and B is finite (e.g. -max .. max) then statement (1) does not work for all possible combinations of A and B. If the sum is greater than max we get no result (e.g. in Ada) or a wrong result (e.g. in Java or C).

An alternative for computing the average is:

\[
\text{Average} := A/2.0 + B/2.0; \tag{2}
\]

An alternative for computing the average is:

\[
\text{Average} := A/2.0 + B/2.0; \tag{2}
\]

Fig. 1. Domain of Applicability of two Expressions for the Computation of the Average of A and B

2 With respect to computations we may distinguish between two kinds of finiteness: spatial finiteness and temporal finiteness. In this section we address spatial finiteness. Spatial finiteness has an influence on temporal finiteness insofar as under spatial finiteness we are not able to distinguish an infinite number of points in time even if a program runs in an endless loop.

3 “Echt transfinite Theorien sind für die Informatik belanglos, lediglich der (nicht-finitäre) Rand des Reichs finitärer Theorien ist direkt nützlich.”

4 This refers to the world of infinite (transfinite) sets. David Hilbert wrote in “Über das Unendliche” (“On the infinite”): “Aus dem Paradies, das Cantor uns geschaffen, soll uns niemand vertreiben können.” (“Nobody should be able to expel us from the paradise which Cantor created for us.”; transl. by JW) [Hil 26: 170; Mes 67: 87]

5 This refers to the “Characteristica Universalis” of Gottfried W. Leibniz, a “kind of generalized mathematics, by means of which thinking could be replaced by calculation. ‘If we had it,’ he says, ‘we should be able to reason in metaphysics and morals in much the same way as in geometry and analysis.’ ‘If controversies were to arise, there would be no more need of disputation between two philosophers than between two accountants. For it would suffice to take their pencils in their hands, to sit down to their slates, and to say to each other (with a friend as witness, if they liked): Let us calculate.’” [Rus 84: 572, 573] “Quo facto, quando orientur controversiae, non magis disputatione opus erit inter duas philosophos quam inter duas Compu-tistas. Sufficit enim calamos in manus sumere sedereque ad abacos, et sibi mutuo (accito si placet amico) dicere: calculamus.” [Ger 1890: 200] [Ger 1890: 26, 65, 125, 200; Krä 88: 104]
Fig. 1 shows the difference between the two statements (1) and (2) with respect to the domain of applicability [Win 90a].

Things become even worse when we compute the average of more than 2 values [AU 92: 114; BDM 91: 88] using the naive approach in statement (1).

Another infamous example is the factorial function [NW 89]. Most published programs for the factorial deliver for almost all possible input values either no result or a wrong result (e.g.: [Tuc 97: 2007]).

**Discreteness**

Spatial finiteness implies that we have only finite sets of values in the computer or in a program. Finite sets contain always discrete values. From the viewpoint of software the level of bits is the level of greatest detail which is taken into account. A bit is conceived as indivisible, and this led Heinz Zemanek, the leading Austrian computer pioneer, to the remark “Apart from the bit there is no atom.“ [Zem 92: 274]. The world of the computational engineer is therefore a discrete one. In this world the continuum of the real numbers does not exist. Whether it exists at all is for a computational engineer a more philosophical question; modern physics sometimes also sees the world rather as a discrete one [Mes 67: 218]. Norbert Wiener, the father of cybernetics, is told to have said: “Shannon is just crazy, he thinks in yes-no decisions.” [Kit 94; transl. by JW]

**Effectivity / Efficiency**

Like engineers of other branches of engineering computational engineers develop things to be used by other people. In case of the computational engineers the products are mostly programs (SW). The result of the activity of the computational engineer has therefore to be a thing which can be used effectively; a pure existence proof (as e.g. in mathematics) is not sufficient. Additionally, efficiency is often of great importance. If a program needs 36 hours to compute a 24 hour weather forecast, then this program is not well suited for use in the daily weather report. Such aspects have also been mentioned by Heinz Zemanek [Zem 91: 178].

**High Complexity in Finite Constructs**

Programs belong to the most complex objects men have created [Bro 87: 11]. The complexity of a construct depends on three things: the number of components, the different kinds of components, and the number of relations and interactions between those components. With respect to the number of components the constructs of computational engineering are similar to those of other branches of engineering. A program may consist of several million instructions and a microprocessor of several million transistors (e.g. Pentium or Pentium Pro). The Great Wall in China (ca. 6,400 km long) also contains a large number of bricks, even taking into account that it does not entirely consist of masonry. The main difference between the constructs of computational engineering and other branches of engineering is in the kinds of components and the relations and possible interactions between components. Fig. 2 shows an example from civil engineering. We see that only adjacent components interact with each other. Since the components have a certain minimal size only a very limited number of components interact at one junction point. In a pure framework the beams are only stressed in two ways: push (pressure) or pull (tension). This leads then to a very limited number of different interactions between the adjacent beams of a framework.

---

6 “Shannon ist einfach verrückt, er denkt in Ja-nein-Entscheidungen.”
In mechanical engineering we may distinguish two kinds of interactions: mechanical and hydraulic. Due to physical limitations mechanical interactions are mostly limited to neighboring components as e.g. gearwheels. By using chains or belts somewhat more flexible interactions are possible. Fig. 3 shows an example. The most flexible interaction in mechanical engineering is by means of hydraulic hoses because they can establish an interaction between somewhat remote elements. But those hoses still need some room and therefore the number of such interactions is still rather limited.

More remote interactions are possible in electrical engineering because the wires used for this purpose usually need less room than the hydraulic hoses, and furthermore electric wires can also be arranged in more flexible ways. But since wires still need some room the number of such interactions is limited. Fig. 4 shows an example of a classical electric circuit in which the collector of the transistor T5 is connected with the diode D1 and the base of the transistor T1. We may observe that Fig. 4 shows the logical design of the circuit and not its physical layout.

In a program it is very much easier to establish an interaction between remote elements. As an example we may look at a program consisting of several million lines of code (LOC). This program would fill several dozen Encyclopædia Britannica volumes as depicted in Fig. 5. It is very easy to establish in Vol. 55 on page 27 a reference to an entity which is defined in Vol. 3 on page 396. We just write the name or identifier of this entity. In this manner we may establish thousands or tens of thousands of interactions in a program. Still the number of such references is limited because these references also need some room (in the source program). But there are two differences to other engineering designs.
**Fig. 5. Millions of LOC in 60 Volumes**

- a) references can span arbitrary distances (extreme cases are remote procedure call and hyperlinks in the WWW)
- b) there are more different kinds of interactions established by the references: use of a type, assignment to a variable, reading a variable, calling a procedure, aborting a task, reading a value from a sensor, etc. This increases also the complexity of the program: “The real measure of complexity is not the number of elements but the number of (nonuniform) interactions.” [Fra 97: 52]. On the other hand, the (few) interactions between the components of the Chinese Wall are rather uniform.

Often such interactions in a program are not explicitly expressed but only implicitly, if e.g. both lines refer to the same variable; i.e. these interactions are barely visible which makes the understanding of such constructs even more difficult: “If you try to inspect all but the smallest program, the complexity overwhelms you.” [Par 94: 272]. We may speak of the “invisibility“ of SW (see below). Things become even more complicated if the program contains parts which are executed concurrently.

**Taking Error Situations into Account**

Whereas mathematicians usually can think up their constructs in an undisturbed world of pure thinking in such a way that they look elegant and beautiful, the computational engineers have also to take aspects of the real world into account. One prominent example for this is the reaction to errors, e.g. in the form of erroneous operation. In mathematics division for numbers is defined in such a way that division by zero is not allowed. On the other hand, a pocket calculator must be designed in such a way that such input is also processed. It is not possible to exclude such an erroneous input “by definition”; it may just be the result of some inattention of the user. It may well be the case that such error handling accounts for 50% of a program.

**SW: Design = Product**

Programs are the result of the design activity of (SW) engineers. In comparison to other engineering designs programs have the following special property: they can be immediately brought into use. I.e. the realization threshold (= production cost) is essentially zero. This is in sharp contrast e.g. to the design of an architect which in order to be brought into use has to be realized at the construction site. The cost of construction is usually much higher than that of the design. The situation is similar for the designs of mechanical engineers (e.g. car) or electrical engineers (e.g. power plant). Even if the design of the SW engineer is a mass product the cost of replication is rather low. As a consequence of the low realization threshold of programs modifications, corrections or improvements can often be carried out quite easily. This is actually the reason for calling programs “soft“ware. A high realization threshold on the other hand implies that before implementation or realization a design is first checked and scrutinized with respect to possible errors or design flaws. Because of the very low realization threshold for programs such checks

---

7 “If a mathematical theory has not yet proved useful, then it should at least be beautiful.” [Pie 87: 311]

8 “Although duplication of software might be considered to be manufacturing, it is usually a relatively trivial process.” [Lev 95: 22]
and inspections are often not done (edit-compile-run cycle). As a consequence SW products quite often
contain errors [Gib 94].

The low realization threshold of programs is a sort of temptation for the developer and may lead to the
fact that designs are brought into use, which are not checked very carefully (“improvements“ can always
be incorporated quite easily; “bug fixing“). An indication for this temptation is the fact that a lot of SW
companies use license agreements which contain disclaimers of warranty. This bad habit has only recently
been stopped in the EU when programs were put on equal footing with other technical products
with respect to product liability [EWG 92]. It seems to me that the property “design = product“ is one of
the reasons for what is sometimes called the SW-crisis9 [Gib 94]. Other reasons are: (1) a new discipline
always has its pains of growing (the first generations of people are from other disciplines [BF 97; GI 92],
knowledge and methods have to be developed first); (2) the field of computing evolved especially fast, in
a truly rampaging speed. With respect to “design = product“ the SW engineers seem to have a more diffi-
cult job than their colleagues from other engineering disciplines.

This situation may thus be characterized by:

Glamour and misery of software is it’s ease of making

Versatility of SW

If the function of a device or system is implemented in SW rather arbitrary functions are possible. Almost
any computable function can be realized10. If the function is very irregular and has to be stored as a table
storage requirements could result in some limitations. With earlier techniques as e.g. electric circuits only
functions with certain characteristics could be readily implemented. One example are controllers which
came in few kinds. Typical controllers are PD, PI and PID. With mechanics the functions were even more
limited as we see at the flyball governor of James Watt.

This versatility of SW is based on the universality of the bit string and the universality of the instruction
set.

“Invisibility“ of SW

SW is a component of many systems and devices. As such a component it is con-
tained in some storage device (chip, magnetic disc, CD-ROM). For separate pro-
grams, as we buy them for our computers, the situation is quite the same. If we look
at such a storage device we don’t see the programs contained in it and on the other
hand, those storage devices look always the same, even if they contain different
programs. On this level SW is invisible. But we can often read the program from
the storage which contains it. We usually obtain a sequence of bits which represent a machine program
for a certain processor. Fig. 6 shows a binary program in two forms: (a) as a sequence of bits and (b) as a

---

9 In the company of Konrad Zuse SW led to problems, too: “Furthermore, the software problem is becoming a steadily increa-
sing cost factor.” [Cza 79: 17; transl. by JW] (“Zudem wird das “Software-Problem“ zu einem immer größeren Kostenfaktor.“
[Cza 79: 17].)

10 The reader should bear in mind that in real technical devices the domains of the input and output values are finite and often
rather limited.
sequence of words, where each word corresponds to a machine instruction. On this level it is quite difficult to see what the program does and even more difficult, maybe even practically impossible, to observe the interactions mentioned before. The arrow in Fig. 5 is in the real program NOT present. The program in Fig. 6 contains interactions, but they are implicitly contained in the sequence of bits. As shown in [Win 97] the program computes the minimum of two numbers. People may mention decompilation techniques to overcome this unillustrativeness, but decompilation is usually not allowed [End 92].

During the development process of the SW the situation is somewhat better because the programs are then represented by graphical diagrams [Win 90b] and mostly in a high level language, which is usually more readable than the binary code in Fig. 6. On the other hand, Brooks thinks that this does not help and that SW is “inherently unvisualizable” [Bro 87: 12].

This “invisibility” of SW makes the job of the SW engineer more difficult than that of his colleagues of other engineering disciplines. It begins in education: handbooks for mechanical engineers or for architects usually document existing designs which have proven in products (see e.g. [BK 90; P83, R33] which shows the designs of whole engines and turbines). On the other hand, books on SW engineering usually only contain small examples designed by the authors of the books (see e.g. [Den 92; McD 91; Som 92]). Pomberger writes: “such designs (of SW systems, JW) are not documented in books.” [Pom 93: 290]. It is therefore quite difficult for both teachers and students in computing and software engineering to learn how to design somewhat larger programs. For the teachers it is usually also not possible to learn about the design and structure of real SW products. Because of the “invisibility” the companies have no motivation at all to publish those things; on the contrary, they will have a competitive advantage if they keep them secret.11 This is very different for cars or other products of mechanical engineering, and architects are proud to publish their designs in books.

**SW: No wear and tear or spurious effects**

As already mentioned above the world of SW is a discrete one: a bit is either 0 or 1; there are no leakage or spurious effects [CM 80: 11, 12], fluctuation of properties of material, or effects of wear and tear12. Software doesn’t suffer form aging or transient failures. In this aspect the life of the SW engineers is easier than that of their colleagues in neighboring disciplines.13

**Similarity to the human brain**

Of all the artifacts made by men computing systems, especially those from the field of artificial intelligence, approximate the human brain most closely. Just the term “artificial intelligence“ may sometimes lead to heated debates. The main reason for this is that intelligence is very often seen as that aspect of man which distinguishes man from the rest of nature.

With respect to the question whether there is or can be any sort of artificial or machine intelligence there are mainly two camps:

- those who are saying YES and those who are saying NO.

---

11 “It is proposed that computer programs are best protected by keeping the source program secret and leasing object programs.“ [Fin 80: 135]

12 “Since software is pure design, there is no need to worry about the random wearout failures found in physical devices ....” [Lev 95: 27]

13 The SW engineers may sometimes also be affected by such effects because the programs are stored using physical devices. If a high availability is required it may be necessary to store the (constant) program in a more permanent store (e.g. ROM) in order to have a high probability that the program really remains unchanged.
The YES-people point to the fact that computational systems are doing a lot of things which require more or less intelligence: adding numbers, differentiating functions, proving mathematical theorems, or playing chess. Douglas Hofstadter, who belongs to this camp, says: “WE HAVE COME to the point where we can develop one of the main theses of this book: that every aspect of thinking can be viewed as a high-level description of a system which, on a low level, is governed by simple, even formal, rules. The “system”, of course, is a brain ...“ [Hof 80: 559]. Klaus Haefner, a German computicist, belongs also to this camp [HW 92], and Konrad Zuse wrote already in 1937 in his diary: “Crucial idea 19. June 1937 - discovery that there are elementary operations, from which all operations of computation and of thinking can be built up. ... to solve all tasks of thinking which may be covered by mechanisms.“ [Zus 93: 41]; transl. by JW).

The NO-people claim that man cannot be completely explained by scientific laws, but that he contains something transcendental which is beyond science. If we examine this position critically we end up in a situation where the reasons are based on belief. To the camp of NO-people belong Joseph Weizenbaum [HW 92], who has worked at the MIT, Hubert Dreyfus [Dre 79] and others. Weizenbaum e.g. says: “Look, I think it utterly alarming that we have to discuss at all whether there is an essential difference between man and machine. The mere question is an indication of our technological frenzy. That’s no question, you know!“ [HW 92: 114]; transl. by JW]. This is from a debate between Weizenbaum and Haefner. The publisher gave the book the title: “Are computers the better men?“ [HW 92].

If we look at chess as one specific problem of AI we see that the NO-people sometimes have problems with their argumentation. About 20 years ago Dreyfus wrote: “In Chapter 1, I note that human beings avoid the counting out of large numbers of alternatives characteristic of a computer program by “zeroing in” on the appropriate area in which to look for a move and I suggest that this ability is the result of having a sense of the developing game.“ [Dre 79: 30]. On the other hand, Konrad Zuse wrote already in 1938: “In fifty years the world chess champion will be defeated by a computer.“ [FAZ 94; Zus 93: 45]. It did not happen in 1988 but in 1997: “Garry Kasparov’s legendary resolve broke down Sunday in a defeat by the IBM supercomputer Deep Blue that created chess history -- the first time a program has triumphed over a reigning world champion in a classical chess match.“ [Reu 97b]

It seems that there is no end to such a debate between the YES-people and the NO-people. Each of us has to cope with this question by himself. It is part of a world view or a conception of the world: “In a way, this book is a statement of my religion. I hope that this will come through to my readers, ...“ [Hof 80: xxi].

A third position, which seems to be taken quite rarely, would let that question open since it refers to the development in the future. It is well known that it is difficult to predict the future: “the World Wide Web, which seemed to appear out of nowhere in 1992 ...“ [DM 97: xiv]. How should we know what evolution still has up it’s sleeve? Actually, evolution is often seen as a random process [Bre 77; Mon 82].

3 Conclusion

The characteristics and distinctions presented in this paper mostly characterize computing and informatics in relation to its neighboring fields and disciplines. We see clearly that computing differs from mathematics and also from other engineering fields. In its relation to mathematics it is similar to other engineering disciplines: it uses and applies results of mathematics. Computing may be somewhat nearer to mathematics because its basic mechanism is a mathematical one. On the other hand, it is very similar to the other engineering disciplines in that computational engineers also design and build practical and useful devices and systems. One difference to other engineering disciplines is that at least for the software “products“ the
realization threshold i.e. the production costs are negligible. This has been characterized by “design = product“. Based on these observations we may conclude that “computational engineering“ or “computing“ are be good candidates for the name of our discipline. We may observe that for this conclusion we do not need a definition of the term “information“.

Apart from this differential characterization it could also be useful to complement the given characteristics by some characteristics describing more directly what the basic mechanisms and phenomena of this new discipline are. As already mentioned in sect. 2 we have two basic things in the computer: bits and instructions. Instead of bits we may also speak of data or information or even knowledge; and instead of instructions we may speak of commands or statements or executable statements. As long as we speak of data we usually seem to have a common understanding (see e.g. [Gou 71: 1]); on the other hand, [RR 93] does not even contain an entry for “data“. It seems not so easy to give a good definition for the term “information“. This has been recently mentioned by Denning [Den 95: 23], and Zemanek mentions 15 definitions for “information“ [Zem 92: 10 .. 18].

Even for the computer, which is at the very beginning of our discipline and which is an essential ingredient of all computing devices and systems, Zemanek gives 7 different definitions [Zem 92: 4 .. 8].
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Notes

„Now it is obvious that no finite machine can include infinity“ Charles Babbage 1864 [Bab 1864: 124]